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Abstract 
 

How to deal with the newly added training samples, 
and utilize the result of the previous training effectively 
to get better classification result fast is the main task of 
incremental learning. To utilize the result of the 
previous training and retain the useful information in 
the training set effectively, the relationship between the 
Karush-Kuhn-Tucker(KKT) conditions and the 
influence of the newly added samples on the previous 
support vector set is analyzed, and the constitution of 
the of the new training sample set in the incremental 
learning is given. By choosing the most important 
samples for the incremental learning to reduce the 
computational cost of the SVM incremental training, a 
fast SVM incremental learning algorithm is proposed 
in this paper. Experimental results prove that the given 
algorithm has better classification performance.  
 
1. Introduction 
 

For its better learning capacity and generalization 
performance, support vector machine (SVM) has 
received an increasing amount of attention in the area 
of pattern recognition and machine learning[1][2]. 
Tremendous amount of applications now have changed 
the focus of SVM classifier algorithms to not only 
provide accurate results, but also enable online 
learning. Incremental learning algorithm has now 
become one of the key techniques for learning with 
large amount of high dimensional data. It is important 
to find effective SVM incremental learning algorithm. 
Various of SVM incremental learning 
techniques[3][4][5][6] have been developed to facilitate 
batch SVM incremental learning.  

In the instance of incremental learning, the 
equivalence between support vector(SV) set and the 
whole training sample set is broken, and the new 
support vector set need to be found by the incremental 
learning. How to utilize the result of the previous 
training and retain useful information in the training set 
effectively, and get better classification performance 
are the important issues in the incremental learning[3].  

Fast and effective SVM incremental learning 
algorithm is studied in this paper. To utilize the result 
of the previous training and retain the useful 
information in the training set effectively, the 
relationship between the Karush-Kuhn-Tucker(KKT) 
conditions and the influence of the newly added 
samples on the previous support vector set was 
analyzed, and the constitution of the of the new 
training sample set is given. By choosing the most 
important samples for the incremental learning to 
reduce the computational cost, a fast SVM incremental 
learning algorithm is proposed in this paper. The 
convex hull vectors of the previous training sample set, 
and the newly added training samples that violate the 
KKT conditions constitute the current training sample 
set in the incremental learning. To reduce the 
computational cost of the incremental learning, the 
current training sample set is pre-extracted from the 
geometric point of view by using the convex hulls 
algorithm, and the reduced training sample set is 
applied to the SVM incremental training. Experiments 
prove that the given algorithm has better classification 
performance. 

This paper is organized as follow. Section 2 gives 
the fast incremental learning algorithm of SVM on 
KKT conditions. Section 3 presents the experiments 
and results. Section 4 gives the conclusions. 
 
2. Fast Incremental Learning Algorithm of 
SVM on KKT Conditions 
 

In the process of incremental learning, the 
equivalence between SV set and the whole training 
sample set is broken with the newly added training 
samples, and the new support vector set need to be 
found by the incremental training. The main task of 
incremental learning is to get better classification 
performance with the newly added training samples.  

In order to utilize the result of the previous training 
and retain the useful information of the previous 
training effectively, and select the most informative 
samples in the newly added training samples to get 
better classification result, the KKT conditions and the 
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influence of the newly added samples on the previous 
support vector set will be analyzed first.  

 
2.1 Karush-Kuhn-Tucker conditions 
 

For SVM classifier, maximzing the separating 
margin is equal to the following problem of protruding 
half positively definite quadratic program: 
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Where },{ ii yx , li ,,1=  are the training samples, 

iy  is the class label of the training sample ix , l is the 
number of the training samples, b is the offset 
and ),( ⋅⋅K  is the kernel function. iα  is the Lagrange 
multiplier, if and only if when every x  satisfy the 
following KKT conditions, α = ],,[ 1 lαα  is the 
optimum solution of the above quadratic program: 
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0)( =xf  is the optimum separating hyperplane, 
1)( ±=xf  are the boundaries of the separating margin. 

Therefore, for the training sample ix ,  
if 0=iα , then it located outside the boundaries of 

the separating margin;  
if Ci << α0 , then it located on either of the 

boundaries of the separating margin;  
if Ci =α , then it located inside the boundaries of 

the separating margin. 
If there is a newly added training sample violates the 

KKT conditions, the Lagrange multiplier α  that 
obtained from the previous quadratic program will not 
be the optimum solution of the new quadratic program. 
Therefore, if there are newly added training samples 
violate the KKT conditions, the equivalence between 
SV set and the whole training sample set will be 

broken. 
 

2.2 Description of the Algorithm 
 

From the analysis of the relationship between the 
KKT conditions of SVM and the distribution of the 
training samples[7][8], we can know that the newly 
added training samples that violate the KKT conditions 
are very important in the incremental learning.  

On the other hand, from the computational 
geometric point of view, the solution to the convex hull 
problem provides a way to locate support vectors[9], 
and the convex hull vector set constitutes a superset of 
the support vector set. Therefore, we can use the 
convex hull vectors as the most informative samples in 
the previous training sample set.  

The convex hull vector set of the previous training 
sample set, the newly added training samples that 
violate the KKT conditions constitute the new training 
sample set in the incremental learning. 

To reduce the computational cost of the SVM 
incremental training, the basic and the most commonly 
used method is to select the most informative samples 
in the sample set before training the SVM. The 
selected sample set is a reduced set of the initial 
sample set. In this paper, the current training sample 
set is pre-extracted from the geometric point of view[9] 
by using the convex hulls algorithm[10]. After choosing 
the most informative patterns that have the most 
possibility to become the support vectors in the 
training data by using the convex hulls algorithm, the 
obtained convex hull vectors are used as the training 
samples in the SVM incremental training.  

For the size of the convex hull vector set is much 
smaller than that of the current training sample set, the 
computational complexity and the memory 
requirement for SVM incremental training will reduce 
with the new small size training sample set.  

Before present the algorithm in this paper, the 
symbols used here are defined as follows:  

trnX denotes the training sample set; 0X  denotes 

the initial training sample set; finalΩ  denotes the final 

classifier; kΩ  denotes the classifier obtained after the 

kth SVM incremental training; restX  denotes the 

incremental training sample set, 0XXX trnrest −← ; 

IN  denotes the number of newly added training 

samples in the incremental training; restN  denotes the 
number of the rest new training samples after the 
current incremental training; ):1( Irest NX  denotes the 
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first IN  samples in restX ; kI  denotes the newly 
added training sample set in the kth incremental 
training; V

kI  denotes the set of samples in kI that 

violate the KKT conditions; kX  denotes the training 

sample set in the kth SVM incremental training; hull
kX  

denotes the convex hull vector set of kX , 

)( k
hull
k XConvX ← , where Conv( ) is the convex hull 

algorithm. 
 

Algorithm: Fast Incremental Learning Algorithm of 
SVM on KKT Conditions 
Algorithm Name: HKI-SVM( ) 
Input: trnX , 0X , IN  

Output: Classifier finalΩ  

Step1  Calculate the convex hull vectors of 0X :  

)( 00 XConvX hull ← ;  

Using hullX 0  to train SVM and get 0Ω : 

00 ΩX SVMhull ⎯⎯ →⎯ ; k=1; 
Step2  In the kth SVM incremental training: 

Step2.1 if Irest NN ≤ ,  

then{ restk XI ← , 0←restN ;} 

else { ):1( Irestk NXI ← , 

Irestrest NNN −← ;} 

Step2.2 ),I(ΩViolateKKTI kk
V
k 1−← ; 

Step2.3 if  Φ=V
kI , then  goto Step2.6 

else hull
k

V
kk XIX 1−+← ;  

Step2.4  )( k
hull
k XConvX ← ; 

Step2.5  k
SVMhull

k ΩX ⎯⎯ →⎯ ; 

Step2.6  if restN >0, then 1+← kk ; goto 
Step2; 

else goto Step3 
Step3  Stop, output kΩ .  
 

3. Experiments and results 
 
To testify the effectiveness of the HKI-SVM, 

comparative experiments for the synthetic data sets and 
the benchmark data sets from the UCI database have 
been made, and the results of the classification 
experiments are given.  

The comparative algorithm in the experiments is HI-
SVM0(), in which the convex hull vector set of the 
previous training sample set and the newly added 
training samples constitute the new training sample set 
in the incremental learning.  

The first data set used in the experiments is Art1, it 
is a synthetic data set, each dimension of the data set is 
in Gaussian distribution. The Art1 data set consists of 
1000 samples of 2 classes, each sample having 5 
attributes, the Euclidean distance between the centers 
of the two classes is 4. Select randomly 700 samples as 
the training samples, and 800 samples as the testing 
samples. The second data set used in the experiments is 
the Breast-cancer-wisconsin from the UCI database. 
The Breast-cancer-wisconsin data set consists of 699 
samples of 2 classes, each sample having 11 attributes. 
Select randomly 300 samples as the training samples, 
and 399 samples as the testing samples. 

The training sample sets and the testing sample sets 
for the experiments are selected randomly from the 
sample sets. Each classification experiments had been 
done 5 times using the different randomly chosen 
training sample sets and testing sample sets. 

In the classification experiments for data set Art1, 
the RBF kernel function (σ =4) is used, C=1000. Table 
1 and Figure 1 give the classification results for Art1. 

In the classification experiments for data set Breast-
cancer-wisconsin, the linear kernel function and the 
RBF kernel function are used, C=1000. Table 2 and 
Figure 2 give the classification results with the RBF 
kernel function (σ =1) for Breast-cancer-wisconsin. 

For simplification, the symbols used in the Tables 
and Figures are described as fellows: N 0 denotes the 
number of the initial training samples; N I denotes the 
number of newly added training samples in the 
incremental training; Ttrain(secs.) is the time used for 
incremental training; CCR denotes the average correct 
classification rate of different experiments. 

 
Table 1.  Experimental results on Art1( =4) 

N 0 N I 
HKI-SVM HI-SVM0 

Ttrain CCR Ttrain CCR 
100 100 5.17 94.0 3.00 92.1 
150 100 6.22 96.1 3.13 92.6 
200 50 8.70 96.9 5.68 96.4 
200 200 5.22 96.1 2.64 94.6 
400 100 9.99 95.4 3.86 82.4 
400 200 8.33 94.1 2.95 82.4 

 

553553



(100,100) (150,100) (200,50) (200,200)  (400,100) (400,200)  
82

84

86

88

90

92

94

96

98

(N0,NI)

A
ve

ra
ge

 C
or

re
ct

 C
la

ss
ifi

ca
tio

n 
R

ra
te

(%
)

 

 

HI-SVM0

HKI-SVM

(100,100) (150,100) (200,50) (200,200) (400,100) (400,200)
2

3

4

5

6

7

8

9

10

(N0,NI)

T
ra

in
in

g 
T

im
e(

S
ec

)

 

 

HI-SVM0

HKI-SVM

 
(a) CCR Comparison      (b) Training Time Comparison 

Figure 1. CCR and Training Time Comparison 
 

Table 2.  Experimental results on Breast-
cancer-wisconsin ( =1) 

N 0 N I 
HKI-SVM HI-SVM0 

Ttrain CCR Ttrain CCR 
50 50 3.36 96.5 1.50 93.5 
50 100 3.39 96.7 1.42 93.5 

100 70 4.97 96.0 2.30 95.2 
100 100 4.00 95.0 2.06 93.5 
130 30 8.22 96.2 4.75 96.2 
130 80 6.75 96.0 3.11 96.2 
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(a) CCR Comparison   (b) Training Time Comparison 

Figure 2. CCR and Training Time Comparison 
 
From the above experimental results we can know 

that the average correct classification rates for HKI-
SVM are better than that of HI-SVM0, but the HI-
SVM0 has less computation costs comparing with 
HKI-SVM. This is for the time used for incremental 
training Ttrain of HKI-SVM including the time used for 
calculating the convex hull vector set of the previous 
training sample set, calculating if the newly added 
training samples violate the KKT conditions, 
calculating the convex hull vector set of the new 
training sample set, and training the SVM with the 
reduced training set, it has more computation costs 
comparing with HI-SVM0. 
 
4. Conclusion 
 

Effective SVM incremental learning algorithm is 
studied in this paper. To utilize the result of the 
previous training and retain the useful information in 

the training set effectively, the relationship between the 
KKT conditions and the influence of the newly added 
samples on the previous support vector set was 
analyzed, and the constitution of the of the new 
training sample set is given. By choosing the most 
important samples for the incremental learning to 
reduce the computational cost, a fast SVM incremental 
learning algorithm is given. Experimental results on 
the synthetic data sets and the benchmark data sets 
from the UCI database reveal that the given fast SVM 
incremental learning algorithm has better classification 
performance. 
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